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Entropy 
Order &  Disorder  



  

Turing 
1952

 Prigogine Nicolis & Lefever 
(Nobel 1979)

Turing’s Morphogenesis 

+
Entropy Production Theorem 

+
Fluctuation Dissipation 

Theorem 

=
Dissipative Structures

+
Self-Organization &
Pattern Formation

!



Poincaré (1890s) & Maxwell:
 Nonlinear dynamical 
systems can exhibit sensitive 
dependence on initial conditions

Hadamard (1898): 
motion on negative curvature

is sensitive to initial conditions

Artin, Heldund and Hopf: the motion on a surface of 
constant negative curvature is ergodic. 

Krylov:  A physical billiard  is a system with negative 
curvature, along the lines of collision

Sinai: a physical billiard can be ergodic.

SYMBOLIC DYNAMICS: 
a seminal idea



“ … Shannon replied that the theory was in excellent shape, 
except that he needed a good name for “missing information”. 
“Why don’t you call it entropy”, von Neumann suggested. 
“In the first place, a mathematical development very much like yours 
already exists in Boltzmann’s statistical mechanics, 
and in the second place, no one understands entropy very well, 
so in any discussion you will be in a position of advantage.”

John Avery “(2003) 
“Information Theory and Evolution. World Scientific”

ENTROPY

Statistical. Operator (1927)

Information content: surprise : bit

X : Discrete Random Variable with events 



http://www.scholarpedia.org/article/Entropy Bekenstein Hawking
 Black Hole Entropy



How to put Dynamics into Symbolic Dynamics & Entropy

State-space: X = {x}
Transformation:  x’ = T(x)
Coarse-Graining: S(X) 
Alphabet: {a,b,c, …}  e.g. {0,1} 

→  Trajectory to Symbol-Sequence: s(T(x))=…110.01…

Dynamics → symbol sequence = 
 = TEXT with Grammar & Syntax  

block of m-symbols

H(m) 
Shannon-block-entropy



      

      

“1”             “0”    
    

Circle-Map

Golden Ratio

Fibonacci Sequence

Shannon-Block Entropy



  

J. Stat. Phys. 54,3/4, 1989
”Chaotic Dynamics, Markov Partitions,& Zipf's Law”

G. Nicolis,  C. Nicolis, J.S. Nicolis 

α β γ

W21 = P(α→β)
… etc.

ααβαβααβαβγβαβαααβαβααβαααβγβαβγ … etc.



Weng, T., et al. 
“Memory and betweenness preference in 
temporal networks induced from time series.” 
Sci Rep 7, 41951 (2017)





  



 

Bernoulli, Markov,
No memory

Text, Music, non-Markov
5-7 step memory

Fibonacci Bin. Seq.
Infinite memory



 



J. Stat. Phys. 54,3/4, 1989
”Chaotic Dynamics, Markov Partitions,& Zipf's Law”

G. Nicolis,  C. Nicolis, J.S. Nicolis

Vasileios Basios, Gian-Luigi Forti qnd Gregoire Nicolis
“Symbolic Dynamics Generated By A Combination Of Graphs”
Int. J. of Bifurcation and Chaos vol. 18, no. 08, pp. 2265-2274 (2008)



 

VB, Gian-Luigi Forti and Grégoire Nicolis, “Symbolic Dynamics Generated By A Combination Of Graphs” Int. J. of Bif. and Chaos, 18, 08, 2265-74 (2008)

● Measure of departure of “total randomness”, complexity.

● Role of Constraints that underlie the dynamics of the symbol-sequence generating process (coarse graining). 

● Context & Constraints as the key factors of the Emergence of Complexity.

● Shannon-Block Entropy scaling laws as an indicator of ‘Semantic–Syntactic–Pragmatic’ Information Interplay.



  

… Symbolic Dynamics
( paper + an AIP ‘Scilight’)

“Differences in regional music show up in statistical analyses via 
symbolic dynamics”,  aip.scitation.org/doi/10.1063/10.0005137

doi.org/10.33581/1561-4085-2020-23-2-102-112



  

The Alphabet (coarse-graining) The Dynamics

The original Texts: 
Beethoven’s Sonata Op.31,No2; Yatsuhashi Kengyoo’s “Rokudan no Shirabe”; Yoshizawa Kengyoo II’s “Chidori no kyoku”

The Entropy Quantities:

                       Entropy of the Source  
(uncertainty of the next letter, “surprise”) discrete analogue of the Kolmogorov-Sinai Entropy



  



  



  



Moretti, P.F., Grzybowski, B.A., Basios, V. et al. 
“STEM materials: a new frontier for an intelligent sustainable world”. 
BMC Mat 1, 3 (2019). doi.org/10.1186/s42833-019-0004-4

 

Working Group “STEM MATERIALS” events:

“Stem Materials: clues and path identification”
12-14 December, 2018 – Rome

“Step towards Stem Materials” 
25-26 June, 2019 – Brussels

“A Quest for an Interface between Information and Action”, 
7, 9 & 20 April 2021 (remotely)

Grammar & Syntax, 
Semantics & Meaning:

“WE ARE NOWHERE”

“WE ARE NOW HERE”

COMASAN: (biological information)  
complexity mathematical analysis of the simplest neural-network

Stuart Kaufmann
“adjacent possible”

Yukio-Pegio Gunji
BIB-extended Bayesian

Pier-Francesco Moretti
CNR

Andrey Shilnikov
Sym.Dyn. in Neurons



http://www2.foresight.cnr.it/pubblications/issn.html



https://www.math3ma.com/categories/probability
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